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Abstract. Classification of arrhythmia patterns is an open field of research. One of the most widely used 
biological signals crucial for the detection of heart conditions is the electrocardiogram (ECG). Within the 
processing of ECG signals, one of the most critical aspects is the interpretation and acquisition of the 
QRS complex. Both the diagnosis of cardiac rhythm abnormalities and the assessment of heart rate 
variability depend heavily on the R wave (HRV). In this paper, the modified Pan-Tompkins method with 
an FIR filter is used for baseline wandering and noise reduction. Temporal statistical features are 
extracted using the QRS peak detection algorithm. The QRS interval, RR peak interval, QRS deviation, 
kurtosis, and skewness of the QRS are utilized as the features extracted from the ECG under test. This 
paper compares the classification accuracy of the standard QRS interval thresholding -based binary 
approach and the proposed support vector machine (SVM)-based classification method. The proposed 
optimized K-nearest neighbors (KNN) algorithm outperforms tree and thresholding-based classifiers. 
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INTRODUCTION 
The non-linear biological signal known as an electrocardiogram (ECG) mimics the functioning of the 
heart. One important aspect of heart health monitoring is the classification of arrhythmia data and QRS 
peak identification. Recent research aims to use support vector machine (SVM) classifiers to address this 
issue. Numerous approaches for efficient feature extraction and classification are highlighted in recent 
studies, emphasizing the significance of preprocessing ECG signals. Thus, it is crucial to analyze the ECG 
signal in clinical cardiac tests used to check for various heart abnormalities. For the past thirty years, 
digital signal processing has been extensively utilized to evaluate ECG signals. Accurate feature 
extraction from ECG signals requires effective preprocessing. V., C., et al. [1], 2023, stated that 
distinguishing between normal and arrhythmic beats significantly improves detection accuracy through R-
peak identification. Rahman et al. (2023) [2] introduced a novel method for feature extraction that 
employs random selection to generate relevant features from available data, achieving an impressive 
accuracy of 99.79% in arrhythmia classification. S. T. Sanamdikar et al. [3] recently studied how utilizing 
preprocessed ECG data demonstrates that SVM classifiers outperform classical classifiers, with 
classification accuracies reaching 97.5%. When kernel-PCA and SVM are combined, feature extraction is 
enhanced, improving the accuracy of classification for arrhythmia recognition. A novel artificial 
intelligence-based method for QRS peak identification and ECG data classification has been proposed by 
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Hemant Amhia et al. [5]. A lower-order IIR filter design is suggested for the low-pass smoothing of ECG 
signal data. To create the reduced-order filter, the filter coefficient is optimized using min-max 
optimization. 

 
Fig. 1: Two cycle Normal ECG waveform. 

 
The majority of heart pathology can be understood by examining the ECG signal. Heart rate and ECG 
readings serve as the evaluation metrics for a healthy heart. Cardiac arrhythmia refers to any non-linearity 
found in the patient's recorded ECG signal. Figure 1 depicts a normal ECG rhythm. It illustrates the key 
elements of an ECG wave, which include P, Q, R, S, and T. Specific intervals, such as the P-R, S-T, and 
Q-T intervals, are shown in the standard scalar electrocardiographic waveform. Thus, the ultimate aim of 
this paper is to use QRS peak detection for feature extraction to be applied in ECG classification. 

 

II ECG DATASET 
A filtered ECG signal obtained from the MIT-BIH arrhythmia database is used by the Hilbert 
transformation to perform the R-peak detection task, as noted by Hemant et al. [5]. Compared to 
previously reported results, the suggested method offers a higher percentage of precision, sensitivity, and 
productivity. To conduct this study in the MATLAB environment, a total of thirty MIT-BIH ECG 
arrhythmia records have been used, as shown in Figure 2. Each record lasts for thirty minutes and fifty-
five seconds. The length has been rounded to the nearest second, so it cannot be precisely thirty minutes 
and fifty-six seconds due to cumulative rounding errors. Heart rates are calculated in beats per minute 
across three R-R intervals [5]. 
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Fig. 2: Database used in the research. 

 
III LITERATURE REVIEW 

Various research efforts have been dedicated to enhancing the classification accuracy of ECG patterns for 
heart disease diagnosis, particularly in detecting arrhythmias. This section reviews significant 
contributions to this field. V., C. et al. [1] focused on detecting cardiac arrhythmias and assessing the risk 
of coronary heart disease (CHD) by emphasizing the preprocessing of ECG signals. They applied feature 
extraction methods and used a support vector machine (SVM) classifier to identify cardiac arrhythmias. 
The processed ECG signals were classified into arrhythmic and normal categories using the SVM 
technique. Additionally, k-nearest neighbor (KNN) was employed, achieving a classification accuracy of 
97.5%. Mohammad, Mominur, and Rahman et al. [2] introduced a novel feature selection approach 
named Random Feature Extractor (RFE) to generate new features from existing ECG characteristics. 
They tested their method using the MIT-BIH dataset and achieved an impressive classification accuracy 
of 99.79%. S. T. Sanamdikar et al. [3] combined SVM classifiers with kernel principal component 
analysis (PCA) for ECG signal identification. The three-stage process involved noise removal using a 
low-pass filter, feature extraction via higher-order averages and kernel PCA, and ECG wave classification 
using the SVM algorithm. Their results, validated using the MIT-BIH dataset, highlighted the 
effectiveness of this method. Y. Kaya et al. [4] developed a three-step method combining feature 
extraction, dimensionality reduction, and machine-learning classification. They extracted statistical 
features, reduced dimensions using PCA, ICA, and genetic algorithms (GAs), and applied decision trees, 
SVM, neural networks, and KNN for heartbeat classification. Hemant Amhia et al. [5] proposed an 
artificial intelligence-based method for QRS peak identification and ECG classification. They used a 
lower-order IIR filter for noise reduction and introduced a statistical QRS thresholding method based on 
heart rate variability (HRV), achieving a classification accuracy of 76.667% with a fuzzy classifier. H. 
Kaur et al. [6] combined continuous wavelet transformation (CWT) and extended Kalman filtering to 
enhance signal clarity and reduce noise. They proposed a method using pr incipal component analysis for 
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R-peak and QRS complex identification on de-noised signals. M. Ramkumar et al. [7] used discrete 
wavelet transform (DWT) for ECG signal preprocessing, ICA for feature extraction, and multi-layer 
perceptron (MLP) neural networks for classification, demonstrating effective arrhythmia organization. P. 
Malleswari et al. [8] used DWT for signal preprocessing and divided the signal using classifiers such as 
decision trees, logistic regression, and SVM variants. The approach achieved high classification precision 
when tested on the MIT-BIH database. Rizal, Arifin et al. [9] explored Long Short-Term Memory 
(LSTM) techniques for arrhythmia classification, focusing on optimizing correctness, specificity, and 
sensitivity. Subramanian, K. et al. [10] applied SVM techniques to classify arrhythmias, segmenting ECG 
signals into shorter parts and extracting features like R-R intervals and BPM for classification. Ansari Y 
et al. [11] highlighted deep learning models for ECG anomaly detection, emphasizing large datasets and 
model refinement. Li H et al. [12] proposed a multi-domain feature discovery algorithm using wavelet 
transforms and kernel ICA, optimized using genetic algorithms. Vedavathi Gauribidanur Rangappa et al. 
[13] used the Pan-Tompkins method for QRS peak detection and KNN for classification, achieving high 
accuracy with the MIT-BIH dataset. Barhatte, A. S. et al. [14] employed wavelet frequency distribution 
and SVM for feature extraction and heartbeat classification. In conclusion, SVM and KNN are widely 
used for ECG classification, but there remains significant scope for further improvements in accuracy and 
real-time application. 
 

IV VARIOUS ECG CLASSIFICATION METHODS 
This paper proposes the application of SVM-based machine learning classification for predicting normal 
or abnormal ECG patterns. An efficient FIR filter-based Pan-Tompkins method is introduced for 
preprocessing and baseline wandering correction. The FIR filter is used for low-pass smoothing of the 
ECG signal data. A QRS peak detection method is employed for the temporal statistical feature extraction 
from the ECG data. Additionally, a Bayesian optimization technique is proposed to improve classification 
accuracy while minimizing the order of the FIR filter design. The block diagram of the proposed ECG 
classification method is shown in Figure 3. 

 
Fig. 3: Sequential processes of ECG peak detection and classification. 

 
To remove power line noise, the differential of the filtered signal will be utilized to eliminate muscle 
artifacts, while baseline noise and motion artifacts will be addressed using an FIR filter with a Kaiser-
Bessel window. The processed ECG signal is generated using the initial differential of the ECG signal. 
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The SVM-based classifiers are compared, as illustrated in the flowchart of the proposed QRS peak 
detection and ECG pattern classification shown in Figure 4. 

 
Fig. 4: Flow Chart of the proposed QRS Peak Detection and Disease Detection Algorithm. 

     
The proposed method compares the QRS interval thresholding method from [5] with the proposed SVM-
based classifiers in terms of accuracy. 
 

V RESULTS AND DISCUSSION 
This research suggests the application of SVM-based machine learning classification for the identification 
of normal or abnormal ECG patterns. A productive Pan-Tompkins technique based on FIR filters is 
proposed for preprocessing and baseline wandering correction. The ECG signal data is low-pass 
smoothed using the FIR filter. Temporal statistical information is extracted from the ECG data using a 
QRS peak detection algorithm. The ECG data is recorded at a rate of 360 samples per second. Details and 
descriptions of the MIT-BIH database are provided. 
5.1 FIR Filtering Results  
Initially, Figure 5 provides a visual depiction of the outcome comparison for the proposed FIR filter 
design. The results of the suggested ECG signal preprocessing are plotted for the entire length of the ECG 
samples and are presented in the figure. Figure 5(a) shows the FIR filtered results of the 100m.mat ECG 
data, while Figure 5(b) displays the results for the 105m.mat ECG data. It is observed that the magnitude 
is enhanced.    
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(a) for 100m.mat signal                       (b) for 105m.mat signal 

Fig. 5: Reults of FIR Filtering of ECG with magnitude enhancment. 
 

5.2 Results of QRS Peak Detection  
The findings of QRS peak detection for all four input ECG waves in Figure 6 are presented in the 
following subsection. It is evident that the proposed method effectively detects the Q, R, and S peaks for 
each of the four examples. The ECG signals from channels 100, 101, 104, and 105 are considered for 
QRS identification, and the results are represented in Figures 6(a)–6(d). These temporal samples are 
plotted on the x-axis, while the voltage magnitude of the ECG signal is plotted on the y-axis. It can be 
observed that the proposed approach ensures efficient recognition of ECG peaks, assisting in the accurate 
detection of Q, R, and S peaks. 
5.3 Features detection and Parametric Evaluation  
The main goal is to demonstrate how the classification efficiency of the proposed method has improved. 
To determine the efficiency parameter, accuracy is calculated. When the algorithm fails to detect a real 
beat, a false negative (Fn) is produced. A false positive (Fp) occurs when a false beat is detected. The 
accurately identified beat using the proposed approach is termed the true positive (Tp), while true 
negatives (Tn) represent accurately undetected beats. Classification performance is assessed in terms of 
accuracy.  
Performance accuracy is the most intuitive metric, as it is a simple ratio of correctly predicted 
observations to all observations made. 
Hemant [5] has used this formula to calculate the accuracy of classification. The remainder of the paper 
presents the results of ECG pattern classification and feature extraction. 
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(a) For 100m.mat       (b) For 101m.mat 

 
(c) for 104m.mat     (d) for 105m.mat 

Fig. 6: Results of the QRS peak detection for four ECG signals with the proposed FIR filter 

method. 
 

5.3 Feature extraction 

This paper have used the five features as R-R time interval as QRS complexes interval 
 the deviation of QRS regions  Kurtosis value of QRS regions  and Skewness 

of QRS complexes  

         
(a) QRS complex features                      (b) RR and QRS Intervals 

Fig. 7: Results of the Feature extraction for the CG Arrhythmia data. 
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5.4 Results of Classification 
The classification results of the fine tree and cubic SVM methods are shown in the scatter plots in Figure 
8. 

  
(a) with Fine Tree classifier (A=83.3%)     (b) Cubic SVM classifier (A=86.7%) 

Fig. 8: Results of the Scatter plots of classifiers . 
 

5.4.1 Results of Optimizable KNN 
In this paper, to improve classification accuracy, it is proposed to use the Bayesian optimization-based 
KNN classification. The estimation error is less than 0.1, as shown in the results in Figure 9.  

 
Fig. 9: The estimation error plotted for 30 iteration of Bayesian Optimization for KNN. 

TABLE I. STATE OF ART RESULT COMPARISON 

Classification rule Percentage Accuracy 

Hemant et al [5] 76.667 % 

V., C., et al. [1], 97.7 % 
Fine Tree Classifier 83.3 % 

Cubic SVM Classifier 86.7 % 
Proposed Optimized KNN 100 % 

The optimization method employs 10 neighbors with Jaccard distance matrices over 30 iterations. The 
main advantage of using Bayesian optimization-based KNN classification is its ability to balance 
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exploitation of well-known parameters with exploration of new parameter combinations to determine the 
ideal KNN hyperparameters. This approach leads to better performance and quicker convergence. 
Additionally, because Bayesian optimization incorporates uncertainty into the process, it can effectively 
manage noisy ECG data, increasing its resilience to variations in data quality. 
 

VI CONCLUSION AND FUTURE SCOPE 
A critical component is the comprehension and acquisition of the QRS complex. The R wave is crucial 
for both the identification of cardiac rhythm disorders and the evaluation of heart rate variability (HRV). 
In this study, baseline wandering and noise reduction are achieved by using the modified Pan-Tompkins 
approach with an FIR filter. The QRS peak detection algorithm is used to extract temporal statistical 
information. The features extracted from the ECG being tested include the RR peak interval, QRS 
deviation, skewness of QRS, kurtosis, and QRS interval. The use of an extended feature set is helpful in 
improving classification accuracy. The proposed SVM-based classification is compared with the 
traditional QRS interval thresholding approach in terms of accuracy. It is concluded that the suggested 
optimized SVM performs better with 100% accuracy over data without cross-validation, compared to 
tree-based classifiers (83.6% accuracy) and HRV thresholding (76.7% accuracy). Designing scalable 
Bayesian optimization techniques to manage large-scale ECG datasets will be a challenge in the future. It 
is difficult to incorporate multiple objectives, such as accuracy and processing cost, within the Bayesian 
optimization framework. 
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