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ABSTRACT 
The growth of internet technology spread a large 
amount of data communication. The communication of 
data compromised network threats and security issues. 
The network threats and security issues raised a 
problem of data integrity and loss of data. In this paper 
we proposed a hybrid model for feature selection and 
Malware Classification. Feature selection is important 
issue in Malware Classification. The selection of feature 
in attack attributes and normal traffic attribute is 
challenging task. The selection of known and unknown 
attack is also faced a problem of classification. 
 
Keywords:- Malware detection, Virus, Worms, 
Artificial Intelligence (AI), Machine Learning, Dos, 
Probe. 
 
INTRODUCTION 
Malware is defined as computer software that has been 
explicitly designed to harm computers or networks. In 
the past, malware creators were motivated mainly by 
fame or glory [8]. Most current malware, however, is 
economically motivated. Commercial anti-malware 
solutions rely on a signature database for detection. An 
example of a signature is a sequence of bytes that is 
always present within a malicious executable and 
within the files already infected by that malware [10]. 
In order to determine a file signature for a new 
malicious executable and to devise a suitable solution 
for it, specialists must wait until the new malicious 
executable has damaged several computers or networks. 
In this way, suspect files can be analyzed by comparing 
bytes with the list of signatures. If a match is found, the 
file under test will be identified as a malicious 
executable [16]. 
 

 
 
Some study has shown that security metrics are more 
suitable for human representation and abstraction of 
features. This is because features are mainly collected 
through statistical analysis while metrics are mapped by  
analyst. Offering protection from unknown malware is 
an important challenge in malware detection due to the 
increasing growth of malware. Data mining approaches 
usually rely on machine-learning algorithms that use 
both malicious executables and benign software to 
detect malware in the wild [7].  
 
The rest of this paper is organized as follows in section 
II we discuss about the about comparative performance 
evaluation of various malware detection and 
categorization techniques. In section IV we conclude 
the about our paper which is based on the rich literature 
survey journey and comparative experimental result 
analysis.  
 
II COMPARASION OF EXPERIMENTAL 
RESULT ANALYSIS 
In this section show the selection of variable no. of 
attribute for the process of the classification algorithm 
and Modified method. The variable no. of attribute 
differs the classification rate and classification time. 
The evaluation parameter corresponding to attribute 
shown in given below table. 
 
Method 

Name 

Value TYPES OF 

ATTACK 

TPR TNR 

  NORMAL 4.273 0.703 
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  ISMCS 

 

 

  0.1 

DOS 4.373 0.296 

PROBE 4.483 1.703 

U2R 5.273 0.407 

R2L 3.473 1.592 

 
Table 1: Shows that the performance evaluation of 
TPR and TNR, for ICMCS method, and the input 
value is 0.1. 
 
Method 

Name 

Value TYPES OF 

ATTACK 

FPR FNR 

 

 

 

 

 

CIMDS 

 

 

 

 

 

0.1 

NORMAL 1.708 0.701 

DOS 1.706 0.631 

 

PROBE 0.608 0.131 

 

U2R 0.848 1.731 

 

R2L 0.408 1.851 

 

 
Table 2: Shows that the performance evaluation of 
FPR and  FNR for CIMDS method, and the input 
value is 0.1.  
 

 

Fig 1: Shows that the performance evalueation of 
TPR and TNR for the ICMCS method and the input 
value is 0.1. 

 
 
Fig 2: Shows that the performance evalueation of 
FPR and FNR for the CIMDS method and the input 
value is 0.1. 
 
IV CONCLUSION  
In this paper, we have proposed a novel hybrid method, 
based on DAG and Gaussian Support Vector Machines, 
for malware classification. Experiments with the KDD 
Cup 1999 Data show that SVM-DAG can provide good 
generalization ability and effectively classified malware 
data. Moreover, the modified algorithms proposed in 
this paper outperform conventional CIMDS and ISMCS 
in terms of precision and recall.  
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