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Abstract:  Visual information transmitted in the form 
of digital images is becoming a major method of 
communication in the modern age, but the image 
obtained after transmission is often corrupted with 
noise. The received image needs processing before it 
can be used in applications. Image denoising 
involves the manipulation of the image data to 
produce a visually high quality image. This process 
of image denoising is done by using methods that are 
with like wavelet transformation, wiener filter and 
mean filter. This all methods implemented in 
MATLAB. The input images are used here for the 
measured of image denoising techniques comparative 
performance used barbara image, cameraman image 
and house image, here proposed method gives better 
results than the existing work. 
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Introduction 
A very large portion of digital image processing is 
devoted to image restoration. This includes research 
in algorithm development and routine goal oriented 
image processing. Image restoration is the removal or 
reduction of degradations that are incurred while the 
image is being obtained. Degradation comes from 
blurring as well as noise due to electronic and 
photometric sources. Blurring is a form of bandwidth 
reduction of the image caused by the imperfect image 
formation process such as relative motion between 

the camera and the original scene or by an optical 
system that is out of focus. When aerial photographs 
are produced for remote sensing purposes, blurs are 
introduced by atmospheric turbulence, aberrations in 
the optical system and relative  motion between 
camera and ground. In addition to these blurring 
effects, the recorded image is corrupted by noises 
too. A noise is introduced in the transmission 
medium due to a noisy channel, errors during the 
measurement process and during quantization of the 
data for digital storage. Each element in the imaging 
chain such as lenses, film, digitizer, etc. contribute to 
the degradation. Image denoising is often used in the 
field of photography or publishing where an image 
was somehow degraded but needs to be improved 
before it can be printed. For this type of application 
we need to know something about the degradation 
process in order to develop a model for it. When we 
have a model for the degradation process, the inverse 
process can be applied to the image to restore it back 
to the original form. This type of image restoration is 
often used in space exploration to help eliminate 
artifacts generated by mechanical jitter in a 
spacecraft or to compensate for distortion in the 
optical system of a telescope. Image denoising finds 
applications in fields such as astronomy where the 
resolution limitations are severe, in medical imaging 
where the physical requirements for high quality 
imaging are needed for analyzing images of unique 
events, and in forensic science where potentially 
useful photographic evidence is sometimes of 
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extremely bad quality. Let us now consider the 
representation of a digital image. A 2-dimensional 
digital image can be represented as a 2-dimensional 
array of data s(x,y), where (x,y) represent the pixel 
location. The pixel value corresponds to the 
brightness of the image at location (x,y). Some of the 
most frequently used image types are binary, gray-
scale and color images. Binary images are the 
simplest type of images and can take only two 
discrete values, black and white. Black is represented 
with the value ‘0’ while white with ‘1’. Note that a 
binary image is generally created from a gray-scale 
image. A binary image finds applications in 
computer vision areas where the general shape or 
outline information of the image is needed. They are 
also referred to as 1 bit/pixel images. Gray-scale 
images are known as monochrome or one-color 
images. The images used for experimentation 
purposes in this thesis are all gray-scale images. They 
contain no color information. They represent the 
brightness of the image. This image contains 8 
bits/pixel data, which means it can have up to 256 (0-
255) different brightness levels. A ‘0’ represents 
black and ‘255’ denotes white. In between values 
from 1 to 254 represent the different gray levels. As 
they contain the intensity information, they are also 
referred to as intensity images. Color images are 
considered as three band monochrome images, where 
each band is of a different color. Each band provides 
the brightness information of the corresponding 
spectral band. Typical color images are red, green 
and blue images and are also referred to as RGB 
images.  
 

II. Digital Image 
Digital media offer several distinct advantages over 
analog media: the quality of digital audio, images and 
video signals are higher than that of their analog 
counterparts. Editing is easy because one can access 
the exact discrete locations that should be changed. 
Copying is simple with no loss of fidelity. Additional 
advantages include: the ease with which they can be 
displayed on computer monitors, and their 
appearance modified at will; the ease with which 

they can be stored on,for example,CD-ROM or 
DVD; the ability to send them between computers, 
via the internet or via satellite; the option to compress 
them to save on storage space or reduce 
communication times. Many of these advantages are 
particularly relevant to medical imaging. Increasingly, 
hospitals are networking their digital imaging 
systems into so-called PACS(Picture and Archiving 
Systems,RIS/HIS(Radiological/Hospital Information 
Systems),which include patient diagnosis and billing 
details along with the images. A two dimensional 
digital image can be represented as a two 
dimensional array of data U (i,j),where (i,j)represent 
the pixel location.The pixel value corresponds to the 
brightness of the image at location (i,j ).Some of the 
most frequently used image types are binary, gray-
scale and color images. Binary images are the 
simplest type of images and can take only two 
discrete values, black and white. Black is represented 
with the value „0‟ while white with „1‟.Note that a 
binary image is generally created from a gray-scale 
image. A binary image finds applications in 
computer vision areas where the general shape or 
outline information of the image is needed. They are 
also referred to as one bit/pixel images. Gray-scale 
images are known as monochrome or one-color 
images. The images used for experimentation 
purposes in this thesis are all gray-scale images. They 
contain no color information. They represent the 
brightness of the image. This image contains eight 
bits/pixel data, which means it can have up to 256 (0-
255) different brightness levels. A ‘0’ represents 
black and ‘255’ denotes white. In between values 
from 1 to 254 represent the different gray levels. As 
they contain the intensity information, they are also 
referred to as intensity images. Color images are 
considered as three band monochrome images, where 
each band is of a different color. 
 

III. Proposed Work 
For a wavelet transform, two filters are required – a 
low-pass filter, which constructs the low frequency 
component, and a high-pass filter, which constructs 
the high-frequency component. These filters are 
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chosen such that the original signal can later be 
reconstructed from a combination of the low and 
high frequency components. This is known as an 
inverse transform and it requires two reconstruction 
filters – one which reconstructs the even-indexed 
samples, the other which reconstructs the odd-
indexed samples. Perhaps the simplest filter bank is 
the Haar filter bank. The non-normalized low-pass 
filter is [1, 1], and the non-normalized high-pass 
filter is [1, -1] [25]. It can be seen that these filters 
correspond to the sums and differences of the signal, 
respectively. To show a worked example, using the 
signal [1, 7, 7, 5, 4, 8, 7, 9], the circular convolution 
with the low-pass filter gives [8, 14, 12, 9, 12, 15, 16, 
10], and the circular convolution with the high-pass 
filter gives [-6, 0, 2, 1, -4, 1, -2, 8]. As will be shown, 
all odd-indexed values can be discarded, leaving [8, 
12, 12, 16] and [-6, 2, -4, -2]. Normalizing these 
filters by a factor of 0.5 gives the averages and half-
differences instead – [4, 6, 6, 8] for the low 
frequency and [-3, 1, -2, -1] for the high frequency 
signals. It can now be seen that, for a pair of values, 
if the average and half-difference are saved, then the 
original pair can be recovered. For the first value of 
the pair, the average and the half-difference have to 
be summed, and for the second value, the half-
difference has to be subtracted from the average. This 
gives us the reconstruction filters [1, 1] and [1, -1]. It 
is mostly a coincidence that they coincide with the 
lowand high-pass filters. For this simple example, it 
can be worked out by hand that using the described 
procedure indeed gives back the original signal. For 
longer filters, however, it would be simpler to define 
this operation as convolution. First, the low and high 
frequency signals must be interleaved, giving [4, -3, 
6, 1, 6, -2, 8, -1]. This signal is convolved with each 
filter, and the odd-indexed values are again 
discarded, leaving [1, 7, 4, 7] and [7, 5, 8, 9]. 
Interleaving these gives back the original signal. The 
same algorithm can be used for longer filters as well. 
Another benefit of the DWT is that the resulting low 
frequency signal resembles the original signal. This 
means the DWT can be applied to the low frequency 
component multiple times at different levels, each 

time obtaining the high frequency component of that 
level and an even lower frequency component. The 
low- and high-pass filters H0 and H1 produce higher 
level low and high frequency representation of the 
current level low frequency coefficients. Both signals 
are then downsampled, indicated by the down arrow, 
removing every other value. The high frequency 
coefficients of the n-th decomposition level are saved 
as Wψ[J - n, k], while the low frequency component 
can be filtered further. The process can be inverted 
from the final low and high frequency wavelet 
coefficients by using the reconstruction filters G0 and 
G1. The highest level low and high frequency signals 
are upsampled, indicated by the up arrow, by adding 
zeroes for every other value, filtered with the 
corresponding reconstruction filters, then added 
together to get the one level lower low frequency 
signal. The process is repeated with the reconstructed 
signal and the next high frequency signal until the 
original image is reconstructed. This multi-level 
decomposition is a useful step because it enables 
applying different amounts of denoising and 
compression to different levels. By its nature, noise 
occurs primarily in the high frequency component, so 
it makes sense to apply stronger denoising to that 
component. Further, as images are largely comprised 
of smooth gradients or flat areas of color with 
relatively few details such as edges, the low 
frequency components carry more useful 
information. For this reason, it is not as harmful to 
the quality of an image if information is lost from the 
high frequency components due to denoising or 
compression in comparison to losing information 
from the low frequency 
components. 
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Fig 1: The present work block diagram. 
 

IV. Experimental Result 
In this section the experimental process of image 
denoising techniques comparative performance is 
measured with the performance parameter. This 
process of image denoising is done by using methods 
that are with like wavelet transformation, wiener 
filter and mean filter. This all methods implemented 
in MATLAB. The input images are used here for the 
measured of image denoising techniques comparative 
performance used barbara image, cameraman image 
and house image etc. 

 
Fig 2: This picture presents the house processing 
image for experimental work using mean filter 
technique. 

 
Fig 3: This picture presents the result of house 
processing image using mean filter technique with 
PSNR value. 

 
Fig 4: The above figure shows the comparative study 
between the image denoising techniques with barbara 
input image. 
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Fig 5: The above figure shows the comparative study 
between the image denoising techniques with house 
input image. 
 

V. Conclusion 
Image de-noising finds applications in fields such as 
astronomy where the resolution limitations are high, 
in medical imaging where the physical requirements 
for high quality imaging are needed for analyzing the 
images of unique events and in the forensic science 
where potentially useful photographic information is 
sometimes of extremely bad quality. In this 
dissertation we present the image denoising 
techniques comparative performance measured with 
the performance parameter. This process of image 
denoising is done by using methods that are with like 
wavelet transformation, wiener filter and mean filter. 
This all methods implemented in MATLAB. The 
input images are used here for the measured of image 
denoising techniques comparative performance used 
barbara image, cameraman image and house image 
etc., here our present works gives better results than 
the existing work. 
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