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Abstract- The AXI protocol is burst-based. Every transaction has addressed and control information on the 
address channel that describes the nature of the data to be transferred. The data is transferred between 
master and slave using a write data channel to the slave or a read data channel to the master. In write 
transactions, in which all the data flows from the master to the slave, the AXI protocol has an additional write 
response channel to allow the slave to signal to the master the completion of the write transaction. The AXI 
protocol enables Address information to be issued ahead of the actual data transfer support for multiple 
outstanding transactions Support for out-of-order completion of transactions. Here we are implemented AXI 
2.0 protocol our goal was to high speed data transfer we have tested our results with Xilinx 8.1 version our 
synthesis results shows that we achieved the target of increasing the speed from previous method our 
maximum speed is 180-190 MHz. 
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Introduction 

To improve the performance we have to develop such efficient on chip architecture which will be much faster 
system on chip solution which removes the limitation of communication architecture one of the solution is 
“Advanced High Performance Bus (AHB) bus” but it can’t give perfect parallelism as it can allow only one 
master to communicate at one slave only. While in our design there are five independent transfer channels 
which make multiple masters access multiple slaves at the same time and gain a perfect parallelism 
performance in Multi-Processor System On Chip The objectives of the latest generation AMBA interface are 
to be suitable for high-bandwidth and low-latency designs enable high frequency operation using complex 
bridges meet the interface requirements of a wide range of components be suitable for memory controllers, 
with high initial access latency provide flexibility in the implementation of interconnect architectures be 
backward-compatible with existing   AHB, Advanced Peripheral Bus (APB) interfaces. In our method we 
have made our protocol for only for 4 master to communicate 4 slave. Now as we are using 4 arbitor, 4 
multiplexer to support the pipelining, so all master can communicate at a time to different slave so achieving 
the highest performance at a system level requires that all of the AXI masters and slaves are designed to a high 
performance target. 
In our method we have made our protocol for only for 4 master to communicate 4 slave. Now as we are using 
4 arbitor, 4 multiplexer to support the pipelining, so all master can communicate at a time to different slave so 

www.ijirtm.com                                                                                                                                     36 

    

http://www.ijirtm.com/


ISSN: 2581-3404 (Online) 
International Journal of Innovative Research in Technology and Management, Vol-5, Issue-1, 2021. 
 

   
           
achieving the highest performance at a system level requires that all of the AXI masters and slaves are 
designed to a high performance target. 
 
In AXI interconnect write operation needs to be responded, this response not given for single transfer. 
Response operation is started when completion signal occurs for a burst. 
The completion signal occurs only after completion of single burst not for single transfer that means after 
completion of every burst completion a signal is generated this response is given through response channel. 
Here in this block diagram 1, 2,3and4 are respectively bvalid, bid1, bvalid and bready and 5, 6, 7 and 8 are 
bvalid1, bid1, bvalid and bready1. In this protocol,4 type of responses are as like OK Exclusive OK,SLERR, 
DECERR. The operation starts as completion signal is generated, which leads to generation of b valid signal 
by slave. In response to the assertion of bvalid signal, bready signal also gets high. Slave also gives 6 bit id 
signal to id decoder/separator as result of which id decoder/separator, according to 6 bit id, grant signal is 
provided to the encoder, then encoder, issues grant for a particular master to whom response needs to be 
transferred. In de-multiplexer there are 4 signals is coming which on the basis of sel signal chooses master. In 
de-multiplexer 4 bit Id is coming from id decoder/separator which tell that for which transaction response has 
been given. 
 

II. Literature Review 
Previous method [1] describes the implementation of AXI compliant Dual Drive RAM (DDR3) memory 
controller. It discusses the overall architecture of the DDR3 controller along with the detailed design and 
operation of its individual sub blocks, the pipelining implemented in the design to increase the design 
throughput. It has discusses the advantage of DDR3 memories over DDR2 memories and the AXI protocol 
operation it has also included combining and reordering the “read/write” commands. For attaining the 
maximum throughput from the memory, it operates all the memory banks in parallel and minimizes the effect 
of pre charge/refresh and other DDR3 internal operation [1] before these paper describes the SOC platform 
and the bus encoding architecture [1].  
 
In [3] the entire protocol described as data sheet of AXI 2.0 protocol which tells that each of the five 
independent channels consists of a set of information signals and uses a two-way VALID and READY 
handshake mechanism. The information source uses the VALID signal to show when valid data or control 
information is available on the channel. The destination uses the READY signal to show when it can accept 
the data. Both the read data channel and the write data channel also include a LAST signal to indicate when 
the transfer of the final data item within a transaction takes place. Read and write transactions each have their 
own address channel. The appropriate address channel carries all of the required address and control 
information for a transaction. The AXI protocol supports the following mechanisms like variable-length 
bursts, from 1 to 16 data transfers per burst, bursts with a transfer size of 8-1024 bits, wrapping, incrementing, 
and non-incrementing bursts. 
 
[3] SOC designs are increasingly becoming more complex. Efficient on-chip communication architectures are 
critical for achieving desired performance in these systems. System designers typically use Bus Cycle 
Accurate (BCA) models written in high level languages such as C/C++ to explore the communication design 
space. These models capture all of the bus signals and strictly maintain cycle accuracy, which is useful for 
reliable performance exploration but results in slow simulation speeds for complex designs, even when they 
are modeled using high level languages. Recently there have been several efforts to use the Transaction Level 
Modeling (TLM) paradigm for improving simulation performance in BCA models. However these BCA 
models capture a lot of details that can be eliminated when exploring communication architectures. In this 
paper we extend the TLM approach and propose a new and faster transaction-based modeling abstraction level 
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(CCATB) to explore the communication design space. Our abstraction level bridges the gap between the TLM 
and BCA levels, and yields an average performance speedup of 55% over BCA models. We demonstrate how 
fast and accurate exploration of tradeoffs is possible for high-performance shared bus architectures such as 
AMBA 2.0 and AMBA 3.0 (AXI) in industrial strength designs at the proposed abstraction level.  

 
III. Methodology Used 

A typical system consists of a number of master and slave devices connected together through some form of 
interconnect, as shown in Figure 1. 

 
 

Fig. 1: Interconnect. 
The AXI protocol provides a single interface definition for describing interfaces: 

• Between a master and the  interconnect. 
• Between a slave and  interconnect. 
• Between a master and a slave. 
The interface definition enables a variety of different interconnect implementations.  The interconnect 
between devices is equivalent to another device with symmetrical master and slave ports to which real 
master and slave devices can be connected. Most systems use one of three interconnect approaches: 
• Shared address and data buses. 
• Shared address buses and multiple data buses. 
• Multilayer, with multiple address and data buses. 

\In most systems, the address channel bandwidth requirement is significantly less than the data channel 
bandwidth requirement. Such systems can achieve a good balance between systems performance and 
interconnect complexity by using a shared address bus with multiple data to enable multiple data transfer. 
In AXI interconnect write operation needs to be responded, this response not given for single transfer. 
Response operation is started when completion signal occurs for a burst. 
The completion signal occurs only after completion of single burst not for single transfer that means after 
completion of every burst completion a signal is generated this response is given through response channel. 
Here in this block diagram 1,2,3and4 are respectively bvalid,bid1,bvalid and bready and 5,6,7 and 8 are 
bvalid1, bid1, bvalid and bready1. In this protocol,4 type of responses are as like OK Exclusive OK,SLERR, 
DECERR . 
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Fig. 2: Block Diagram Read Address Channel. 

 
IV. Implementation 

Here in the simulation “U3” component is master from where address needs to be transferred input signals of 
so address which was given to the master (U3) is “00000000000000000010000000000011” is and awid is 
“0101”. Both of this awid and awaddress signal is being transferred to U31 component as shown in fig. Hence 
address,output signal of slave port is receiving the a awaddress signal as   
“00000000000000000010000000000011” and awidas  “0101” as shown in Fig6.1 Write Address Channel. 
If bid signal is ‘0010’ and bresp signal is ‘01’ then on condition of bvalid=1, response signal (bid1, bresp1, 
bvalid1 and bready1) are transferred to the output. 
 
Here the simulation of response encoder has been shown. If “sel1” signal is getting equal to one then the 
output of encoder, “gun”  will be equal to “00” “sel2” signal is getting equal to one then the output of encoder, 
“gun”  will be equal to “01” “sel3” signal is getting equal to one then the output of encoder, “gun”  will be 

www.ijirtm.com                                                                                                                                     39 

    

http://www.ijirtm.com/


ISSN: 2581-3404 (Online) 
International Journal of Innovative Research in Technology and Management, Vol-5, Issue-1, 2021. 
 

   
           
equal to “10” “sel4” signal is getting equal to one then the output of encoder, “gun” will be equal to “11 as 
shown in Fig 6.5 simulation of Response-Encoder 

 
Fig .3: Simulation of Write Address Channel. 

 
Fig.4:  RTL view of Response Channel. 
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V. Conclusion 
In our scheme we have implemented with AXI 2.0 protocol is which removes the limitation of communication 
architecture, which would otherwise reduce the speed of data transfer in system on chip we have also 
implemented DDR3 controller which was then interface with. we have tested our project with Xilinx 8.1 on 
(name of package) our synthesis result shows that our speed, still, is better as compared to previous method 
which is 190.500MHz. 
In our scheme we have implemented with AXI 2.0 protocol is which removes the limitation of communication 
architecture, which would otherwise reduce the speed of data transfer in SOC we have also implemented 
DDR3 controller which was then interface with AXI 2.0 protocol. We have tested our project with Xilinx 8.1 
on our synthesis result shows that our speed, still, is better as compared to previous method which is 
190.500MHz. We have completed our work with keeping this intention in mind that speed should be 
optimized. In our work we have kept everything distributed to achieve perfect parallelism like we have 
implemented 4 multiplxers, 4 arbitors, 4 encoders and 4 decoders hence no any master have to wait for any of 
this devices to be free Hence all master would be able to transfer the data simultaneously. In previous method 
the  latency was 10 to 35 clock we were expecting it reduce and we have reduce up 16 clock and our 
maximum speed is 190 MHz in our scheme. 

Timing Summary: 
 Minimum period: 5.249ns Maximum Frequency: 190.500MHz 
 Minimum input arrival time before clock: 4.328ns 
 Maximum output required time after clock: 3.921ns 
 Maximum combinational path delay: No path found 
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