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ABSTRACT 
Medical diagnosis is considered an art regardless 
of all standardization efforts made, which is 
greatly due to the fact that medical diagnosis 
necessitates an expertise in coping with 
uncertainty simply not found in today's computing 
machinery. The researchers are encouraged by the 
advancement in computer technology and machine 
learning techniques to develop software to assist 
doctors in making decision without necessitating 
the direct consultation with the specialists. In this 
paper, application of data mining such as 
classification techniques in typical heart disease 
and diabetes diseases diagnosis has been 
investigated. The support vector machine with 
sequential minimal optimization algorithm is 
applied to India based patients’ data set. Results 
obtained show that support vector machine can be 
successfully used for diagnosing heart disease and 
diabetes diseases. The role of effective diagnosis 
and the advantages of data training on machine 
learning based automatic medical diagnosis system 
are suggested by the outcomes. 
 
Keywords: Data mining, Healthcare, Supervised 
techniques, support vector machines. 
 
INTRODUCTION 
The application of machine learning methods in 
medical field is the subject of considerable 
ongoing research, which mainly concentrates on 
modeling some of the human actions or thinking 
processes and recognizing diseases from a variety 
of input sources (e.g. patient’s data cardiograms, 
CAT/MRI/Ultrasound scans, photomicrographs, 
etc.).  

 
Other application areas are knowledge discovery 
[3] and biomedical systems, which include 
genetics and DNA analysis [1,4]. Heart diseases 
have emerged as the number one killer in both 
urban and rural areas in most of the countries. As 
of 2010, it is the leading cause of death in the U.S., 
England and Canada, accounting for 25.4% of the 
total deaths in the United States. Similar situation 
is found rest of the countries all over the world [7].  
 
In case of heart disease time is very crucial to get 
correct diagnosis in early stage. Patient having 
chest pain complaint may undergo unnecessary 
treatment or admitted in the hospital. In most of 
the developing countries specialists are not widely 
available for the diagnosis. Hence, such automated 
system can help to medical community to assist 
doctor for the accurate diagnosis well in 
advance[5,15]. In a medical diagnosis problem, 
what is needed is a set of examples or attributes 
that are representative of all the variations of the 
disease. The examples need to be selected very 
carefully if the system is to perform reliably and 
efficiently. The fact that there is no need to 
provide a specific algorithm on how to identify the 
disease, presents a major advantage over the 
application of machine learning methods to this 
type of problems. However, development of 
artificial intelligence systems for medical decision 
making problems is not a trivial task. Difficulties 
include the acquisition, collection and organization 
of the data that will be used for training the 
system. This becomes a major problem especially 
when the system requires large data sets over long 
periods of time, which in most cases are not 
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available due to the lack of an efficient recording 
system.  
 
The above mentioned problems or the existing 
procedures involved in the medical task may not 
be the only factors affecting the design of a 
Decision Support System(DSS). The design may 
also be influenced by the desired performance on 
one or more specific classes of the problem instead 
of the overall performance. This is usual in most 
medical tasks as a different degree of significance 
may be required for the system’s performance on 
each class. For example, in a heart disease 
diagnosis task, it is necessary for the accuracy on 
healthy patients to be as high as possible, as a 
misclassification in this category may result in a 
healthy patient going under treatment for no 
reason. The balance of the system’s performance 
between different classes could vary and is largely 
dependent on the medical problem itself and the 
collected data. In addition, in most of the 
countries, insufficient numbers of medical 
specialist have increased the mortality of patients 
suffering from various diseases. It is observed that, 
in many cases due to wrong diagnosis or trial/error 
procedure for diagnosis leads to patient health 
compromise. The computer programs or machine 
learning techniques can be used to reduce the 
mortality rate, improve the accuracy in disease 
diagnosis and mainly reduce the diagnosis time. 
The advancement in computer technology and 
communication encourages health-care providers 
to work using the Internet or Telemedicine 
technology [2.5]. 
 
The rest of this paper is organized as follows in the 
first section we describe an introduction of about 
the smart health care with data mining and 
classification techniques. In section II we discuss 
about the heart diseases diagnosis system, in 
section III we discuss about the proposed 
methodology. In section IV we discussed about the 
support vector machine based implementation and 
results, and finally in section V we conclude the 
our research works. 
 
 

 
II HEART DISEASE DIAGNOSIS  
In order to provide physicians with both structured 
questions and structured responses within medical 
domains of specialized knowledge or experience 
medical expert systems have been developed [21]. 
The advice of one or more medical experts, who 
also suggest the optimal questions to be 
considered, and provide the most accurate 
conclusions to be drawn from the answers the 
physician chooses, is used to embody the structure 
in the DSS. Table I show the Heart disease 
symptoms and tests which are usually observed 
during the diagnosis. Based on medical records 
214 instances in total are selected for the 
automated diagnosis. Dataset consists of 19 
different attributes with four class distribution: 0-
Myalgia, 1-Myocardial Infarction (MI), 2- 
Ischemic Heart Disease (IHD), 3- Unstable Angina 
(UA). 

 
 
For this study binary classification problem is 
considered for Heart disease diagnosis, in which 
78 instances are belongs to 0 i.e. Myalgia 
(Normal), and 139 are considered as 1 i.e. Patient 
having Heart disease. A trained Radial Basis 
Function Neural Network (RBF) and Support 
Vector Machine (SVM) are used to assume the 
evolution of the biological indicators. Once the 
patients’ personal data is presented along with the 
results of the tests taken at the onset of the 
treatment and the postulated code of reaction, the 
evolution in time of the illness can be specified by 
the expert system. 
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III PROPOSED METHODOLOGY 
Data mining gives various types of classification 
algorithm, according to the diversity of data and 
variety of data. The variety of data induced the 
problem of classification issue and degreed the 
performance of classification algorithm.  The 
classification technique gives different types of 
algorithm such as support vector machine, 
decision tree, KNN and ensemble based classifier. 
Now a day’s ensemble based classifier used for the 
process of classification. The ensemble based 
classifier used three types of ensemble technique, 
bagging, boosting and random forest. The all three 
technique of ensemble proceed in different 
manners.  Some authors also used clustering 
technique for the process of ensemble classifier. 
The feature attribute plays major role in 
classification technique, the diverse feature creates 
many problems related to the process of 
classification such as outlier, and boundary value 
and core point, without elimination of these 
problems the classification ratio can’t improve. 
 
Here we proposed a comparative classification 
approach for the healthcare data set, all the dataset 
values are taken from the UCI machine learning 
repository and simulated with the matlab software. 
The comparative classifications method are k 
nearest neighbor classification and the support 
vector machine, our proposed method gives better 
results than the existing techniques, The evaluated 
performance parameters are accuracy, precision 
and recall. 

 
Fig 1: Proposed method flow graph. 
 
IV SUPPORT VECTOR MACHINES 
Classification algorithms are widely used in 
various medical applications. Classification aims 
to build an effective model for predicting class 
labels of unknown data. The model is built on the 
training data, which consists of data points chosen 
from input data space and their class labels. A 
Support Vector Machine (SVM) separates the data 
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into two categories of performing classification 
and constructing an N-dimensional hyper plane. 
These models are closely related to classical 
multilayer perceptron neural networks.  
 
A support vector machine constructs a hyper plane 
or set of hyper planes in a high- or infinite-
dimensional space. A good separation is achieved 
by the hyper plane that has the largest distance to 
the nearest training data point of any class (so-
called functional margin), since in general the 
larger the margin the lower the generalization error 
of the classifier.  
 
There are an alternative training method for 
polynomial, radial basis function and multi-layer 
perceptron classifiers in which the weights of the 
network are found by solving a quadratic 
programming problem with linear constraints, 
rather than by solving a non-convex, the 
unconstrained minimization problem as in 
standard neural network training. 
 
In the SVM literature, a predictor variable which is 
called an attribute and a transformed attribute that 
is used to define the hyper plane is called a feature 
[13]. Here, choosing the most suitable 
representation can be taken as feature selection. A 
set of features that describes one case is called a 
vector. The goal of this modeling is to find the 
optimal hyperplane which separates clusters of 
vector in such a way those cases with one category 
of the target Variable are on one side of the plane 
and cases with the other category are on the other 
side of the plane. The vectors near to the hyper 
plane are the support vectors as in below figure.  
 

 
Fig 2: Maximum margin, the vectors on the   
dashed line are the support vectors. 
 

 
Fig 3: The above figure shows that the 
experimental classification works with using the 
previous unsupervised techniques. 
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Fig 4: The above figure show that the comparative 
result analysis for the heart disease dataset. 

 
 
Fig 5: The above figure show that the comparative 
result analysis for the diabetes disease dataset. 

 
V CONCLUSION  
The main purpose of pattern recognition in the 
field of health care diseases diagnosis is to solve 
the pattern classification dilemma where a pre-
described set of input features is used to determine 
if a patient has a particular disorder or not. Support 
vector machine has become an increasingly 
popular tool for machine learning tasks involving 
classification, regression or novelty detection. 
Training a support vector machine requires the 
solution of a very large quadratic programming 
problem. Traditional optimization methods cannot 
be directly applied due to memory restrictions. Up 
to now, several approaches exist for circumventing 
the above shortcomings and work well. In this 
paper we present the support vector machine based 
model for the diseases diagnosis system and our 
model show better results than the previous 
techniques. 
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