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ABSTRACT 
The Chronic Kidney Disease (CKD) is a global 
public health issue with a growing incidence, 
pervasiveness, and high cost. To turn into more 
focus on real insinuation of CKD and health issues 
coupled with CKD patients, application of 
Machine Learning (ML) models becomes 
necessary. The chief objective of this research 
work is to evolve a better ML classifier framework 
for predicting possibility of CKD and its 
progression in patients with health issues like 
diabetes and hypertension. The early diagnosis can 
prevent disease progression and severity through 
suitable preventive measures and thus reduces 
treatment cost. In this work, framework for CKD 
risk prediction is proposed which is based on 
ranking of features done using Recursive Feature 
Elimination (RFE) method. The proposed 
framework employs RFE for eliminating the 
unrelated features from huge dataset of patients. 
The elimination of irrelevant features reduces the 
data to be considered and speeds up the execution 
of ML algorithms. 
 
The classifier is built using CKD data provided on 
UCI repository. The model is built using Python 
based ML libraries. The RFE method increases the 
performance of classifier based on Logistic 
Regression (LR). The proposed predictive 
framework achieved highest prediction accuracy. 
The framework also generates and alert for patient 
at risk and can also be tested to predict risk on any 
new patient.  
 
 

 
The framework is implemented using Python ML 
and data processing and manipulation libraries: 
Scikit-learn, Numpy and Pandas on Anaconda 
Navigator IDE. This work presents a positive 
attempt to predict the risk of a chronic disease. 
Also, a study is done to know how attribute 
selection techniques affect the classification 
accuracy. To evaluate the efficacy of proposed 
system, three most popular and effective metrics 
for healthcare data are considered. The metrics are: 
Accuracy, Precision and F1-Score. 
 
Keywords: Chronic Kidney Disease, Data 
Mining, Feature Selection, Healthcare, Machine 
Learning, Predictive Model, Recursive Feature 
Elimination. 
 
INTRODUCTION 
Chronic Kidney Disease (CKD) is a quiet disease 
condition whose symptoms and signs appear 
almost too late and are generally nonspecific to 
reveal an indication for diagnosis or severity of the 
condition. The primary task of kidney is to filter 
out waste products developed due to metabolic 
activities. CKD is a common medical problem in 
which functioning of kidney is reduced over time. 
CKD advances many diseases, which in turn, can 
cause even renal failure. To turn into more focus 
on real insinuation of CKD and health issues 
coupled with CKD patients, application of 
Machine Learning (ML) models becomes 
necessary.  
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CKD is a global public health issue with a growing 
incidence, pervasiveness, and high cost. Around 
2.5-11.2% of the population across Asia, Europe, 
Australia and North America are reported to have 
CKD [1]. In USA itself disease has affected 
around 27 million individuals [2]. According to 
National Kidney Foundation around 59% of all 
American citizens are at risk of developing CKD 
in their lifetime [3].  Since last few years, more 
than 10 million cases every year reported in India. 
Diabetes mellitus and Hypertension are the major 
risk factors for CKD prevalence. 
 
Recent studies imply that some of the adverse 
effects can be delayed or even prevented by early 
diagnosis and healing [4, 5]. Awareness of CKD in 
patients is regularly increasing, but still low. More 
often disease is diagnosed too late when dialysis is 
needed urgently. Thus caregivers have huge 
burden of CKD management. Data Mining (DM) 
methods and technologies aids this situation by 
discovering hidden relationships and patterns in 
medical data. For prevention, these methods 
generally treat the problem as classification 
problem. Classification is the process of 
classifying the disease and not disease condition. 
The predictive models on the other hand identify 
whether in future a patient face the condition of 
disease or not. 
 
II RELATED WORK 
Salekin and Stankovic [17] built a ML classifier by 
considering 24 predictive parameters present in 
famous UCI CKD dataset [7]. They perform 
feature selection to find out the most relevant 
attributes for CKD detection according to their 
predictability. Authors also performed cost-
accuracy tradeoff analysis for new CKD detection 
approach. The detection accuracy achieved is 
nearly 99% with 12 attributes. 
 
Authors [18] presented a extended survey on the 
use of feature selection and classification 
approaches for prediction of chronic diseases. 
Broad overview of attribute selection methods 
with their pros and cons is presented. Adaptive and 

parallel classification systems are also analyzed in 
this work. 
 
The paper [19] briefly discusses the researches 
done in this area. An insight on how Health care 
data can be analyzed with Hadoop/Map Reduce 
using predictive analytics. 
 
The paper [20] data mining classifiers based 
prediction for CKD using KNN (K-Nearest 
Neighbor) and SVM (Support Vector Machine). 
Authors utilized MATLAB and Hadoop to get 
accurate results based on the input parameters 
present in given data set. 
 
Pinar Yildirim [21] considered Back propagation 
networks for his research. A comparative study of 
few sampling algorithms was performed based on 
Multi Layer Perceptron (MLP) for prediction of 
CKD. This study tells that sampling algorithms 
can improve the performance of algorithms for 
classification. Also, learning rate is a vital metric 
that can significantly performance of MLP. 
 
Authors [22] investigated 4 ML classifiers: SVM, 
KNN, LR, and decision tree. The performance of 
these classifiers is evaluated and compared 
together in order to choose the best model for 
CKD prediction. 
 
The authors [23] predicted CKD using two 
classification techniques: Naive Bayes and 
Artificial Neural Network (ANN). The experiment 
is conducted using Rapidminer tool over dataset 
containing 400 instances with 25 attributes 
including class. The dataset from UCI repository 
[7] is used. The results [23] revealed that Naive 
Bayes produced more accurate results than ANN. 
The authors [24], employs the fact of 
dimensionality reduction (feature selection) that 
improves computation performance of classifiers 
and produces classified models rapidly. Feature 
selection makes it popular in DM and ML 
techniques. In the work, authors employed few 
such methods followed by ML techniques to 
classify CKD. It is show that feature selection 
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techniques enables precise classification in least 
time. 
 
III PROPOSED WORK 
The proposed framework is described as five 
phase model. The framework is depicted in Figure 
1. The five phases involves various sub-phases 
such as pre-processing and application of feature 
selection technique. The five phases are 
• Data Collection Module (DCM) 
• Data Processing Module (DPM) 
• Model Building Phase (Learning) 
• Test (Prediction) Phase 
• Evaluation. 
Data Collection Module: The outcome of this 
phase is a file that will pass to next module. 
Data Processing Module (DPM) The data received 
in this module may involve various inconsistencies 
and noise. These inconsistencies and noise 
definitely differs classification and prediction 
accuracies. The major sub-phases of DPM are: 
Normalization, Transformation and Feature 
Selection. Feature Selection technique used here is 
Recursive Feature Elimination. 
 

 
Figure 1: Proposed Framework for CKD Risk 
Prediction. 

Model Building Phase (Learning): The feature 
selection applied here is RFE. The cycle shown in 
Figure 2, will continue till a best model is 
obtained. 

 
Figure 2: Model Building Cycle. 

Test Phase: This phase is having two sub-phases:  
• DPM 
• Disease Prediction Phase 
This phase predicts the class of unseen instance. 
The phase generates an alarm on the basis of score 
or probability determined. The alarm indicates that 
the patient is having CKD Risk or not having risk. 
Evaluation: This phase evaluates the proposed 
model and computes various metrics. 
 
IV RESULT ANALYSIS 
The system hardware for experimentation 
comprise of Intel Core i3 (2.0 GHz.) processor 
with 8GB RAM and sufficient hard disk space. 
The system is running (64-bit) operating system: 
Microsoft Windows – 10. The environment, Tools 
and Libraries used for experiment are presented in 
Table 1. 
 
For experimentation purpose CKD dataset donated 
by Soundarapandian et al. is downloaded from 
UCI ML repository [7]. The dataset includes 400 
instances with 24 attributes and a class attribute. 
The description of dataset is shown in Table 2. To 
evaluate the proposed Predictive Classifier for 
determining CKD against the benchmark classifier 
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Python ML libraries are used. Simulation is 
performed with proposed classifier and then with 
other classifiers. 
 

Table 1: Environments, Tools and Libraries  

 
 

Table 2: Dataset Description 
 

Description Details 

Source UCI-ML Repository [7] 

Dataset Name Chronic Kidney Disease 
(CKD) 

Number of 
Instances 400 

Number of 
attributes 24 

Classes {Ckd, Notckd} 

Missing Values Yes 

Class Distribution Ckd 250 
Notckd 150 

 
Evaluation Parameters:  
Prediction Accuracy: Prediction accuracy or rate 
refers to the percentage of correct predictions 
among all test data. 

Precision: attempts to answer that what proportion 
of true identifications was actually true? 
F1 Score: It is weighted average of Precision and 
Recall. In case of healthcare data F1 score is useful 
measure as FP and FN have equal cost. 
The parameters are mostly evaluated from 
confusion matrix.  

TP FP 
FN TN 

 
True Positive (TP): TP means correct predictions 
(outcomes) of the positive class. 
False Positive (FP): FP means incorrect prediction 
of positive class. 
True Negative (TN): TN means correct predictions 
(outcomes) of the negative class. 
False Negative (FN): FN means incorrect 
predictions (outcomes) of negative class. 
The results in tabular format is presented in Table 
3 

Table 3: Results Comparison 

Models Prediction 
Accuracy Precision F1 Score 

LR 97.5 0.93 0.97 

SVM 97 0.97 0.85 

Proposed 99.5 0.99 1 
 
V CONCLUSIONS 
Predictive analytics in healthcare using ML is 
among new confronts. It helps doctors to predict 
the cause and disease in early stage of human’s 
life. Based on diagnostics doctors and caregivers 
can suggest exact treatments and care environment 
for saving lives. The imbalance, non-availability of 
real datasets, volume, variety and velocity of 
medical data sets pose a serious challenge in front 
of researchers in this field. Also, an extensive 
knowledge is required to deal in this domain. The 
major challenge is extraction of right features from 
medical data and determining disease risk. Apart 
from accuracy the cost of misclassification is also 
higher. 

Environments / Tools / 
Libraries 

Version / 
Configuration 

Anaconda Navigator 
(GUI) v_5.3.1; x86_64 bit 

Jupyter Notebook [28] v_5.7.2; 64 bit 

Python 3.7.0 and 3.6.6 

Scikit-Learn [29] 0.20.2 

SciPy [30] 1.1.0 

NumPy [31] 1.15.4 

Pandas [32] 0.23.4 

Seaborn and Matplotlib 0.9.0 and 3.0.2  
respectively 
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The application of SVM, NN and many popular 
DM algorithms involves a lot of pre-processing, 
sampling etc. and time. The application of better 
RFE method and LR gave improved performance 
and reduces the amount of effort in preprocessing 
prior to building the model. This work proposed 
framework for Predicting CKD Risk using RFE 
feature selection and ML. The approach 
determined the minimum number of features that 
are highly correlated with target class on the basis 
of ranking. The RFE determined the optimal 
number of features and their ranks. The proposed 
work is implemented using popular ML libraries: 
Scikit-learn, Scipy, Numpy and Pandas under 
Python data science. The proposed work is 
evaluated and compared with two benchmark 
models in the literature. The effectiveness is 
validated against LR and SVM models. The work 
progresses and achieved the objectives mentioned 
earlier in this thesis.  The important metrics taken 
for evaluation are: F1-score, Precision and 
Accuracy. The results have shown improvement 
up-to 3%. 
 
The results of paper have a set of research 
proposals. The utilization of efficient feature 
selection techniques not only reduces the 
computational efforts but boosts the performance 
of classification and prediction models. In future, 
more efforts must be given to the application of 
such optimized methods to improve the predictive 
models. The proposed model would be integrated 
with live medical data to determine the health 
conditions of patients in real time. Additionally, 
one can discover the disease stages and symptoms 
that are often correlated with one another. 
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