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ABSTRACT 
In recent trends, the services based on the network 
and sharing the information through network has 
tremendous growth. Because of this, there may be 
chance for the existence of intrusions in the 
network. In order to harden the systems against 
intrusion, network security is the most important 
aspect. The traditional techniques are utilized for 
protecting the information in the network. Among 
these, intrusion detection system is the most 
significant methods. Even though, they had several 
advantages in detecting the intrusions. Still it has 
some issues such as inaccurate classification 
results, increased false alarm rate, etc. In this 
article we presents the comparative literature study 
including the various classification methods for the 
network based intrusion detection system.  
 
Keywords: Intrusion Detection, Denial of 
Services, Neural Network, Classification, 
Clustering. 
 
INTRODUCTION 
Information guarantee is a concern of serious 
global concern. The intricacy and openness of 
client/server technology pooled with Internet 
contain fetch about enormous profit to the 
progressive society; meanwhile, the hurriedly 
increasing, openness, high complexity, and 
increasing accessibility of the networks not only 
escort to exploitation of vulnerabilities in the  

 
communication protocol stack but moreover 
enlarge the risk of existing information security 
system. Network attack vulnerability depends 
upon the expensive information hacking by 
attackers. The attacker intrude the network system 
or system server and creating network dump, 
malicious activity, modification, data theft, flood 
or denial the system process. Network system 
affecting the lack of attacks and thus require to 
intellectual intrusion detection model to protect the 
network system [1]. 
 
The Internet has become a crucial part of everyday 
communication via social media interaction, e-
mail, e-learning, etc. Besides, small and large 
corporations have extended their consumer base by 
providing direct customer marketing, internet 
shopping and inter-company correspondence using 
basic Internet communication. No doubt, some 
risks are incurred owing to the use of ineffective 
and inefficient security tools inviting intrusions 
from Internet hackers. Thus, it is evident that the 
prevention technologies in place like malware 
removal programs, antivirus programs and 
firewalls, fail to provide absolute protection since 
attackers employ newer techniques for assaulting 
the network as well as its users [9]. In recent years, 
feature selection is often used in intrusion 
detection system, because it can enhance the 
accuracy of classifier. Therefore, the use feature 
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selection to get the best subset features, making 
the detection faster and more efficient. Although 
researchers found the best solution which 
significantly shortens work time, they did not 
verify the accuracy and performance on a real 
detection system and did not clearly describe the 
steps on traffic collection [8]. 
 
Nowadays, the Internet is accessible from all over 
the place. With the growing number of electronic 
devices connected to the web, computer network 
security could be endangered. This problem has 
raised the question on how to effectively defend 
the computer network from internal and external 
attacks [9]. Intrusion Detection System (IDS) 
could be the first line defense mechanism to detect 
intrusion before computer network is endangered. 
This section covers the discussion of the definition 
of an IDS, types of IDS and the software used for 
detection.  
 
Today, the Internet faces threats from intelligent, 
automated and sophisticated malicious codes that 
are on the rise. It could be seen in the past that 
computer worms have the capability to disperse on 
their own, without human involvement and have 
the record of launching the worst attacks on 
computer networks. To provide defense against 
worms, intrusion detection systems are mostly 
employed that make use of self-replicating 
behavior of worms for detecting the signatures and 
patterns of malicious codes in the network. By the 
parameters they use for detection, these systems 
can be categorized as anomaly-based and 
signature-based systems. 
 
 “Intrusion Detection Systems” (IDS) became 
extremely vital due to the fact that networks might 
be threatened by both internal and external 
intruders’ attacks. It is defined as a detection 
system located to observe and monitor computer 
networks requests. These have been in use since 
the 1980’s. The threats can have harmful damages 
such as: Denial of service (DoS) which causes 
prevention of legitimate users from using network 
resources by streaming irrelevant heavy traffic. 
Malware also could also cause harm, where 

attackers use malicious software to foul up 
systems. IDS is evolving as a response to current 
and future attacks from internal and external 
intruders. Most IDS have been developed and 
implemented to be strict system but they have 
suffered from the problem of “false positive” or 
“false negative” alarms. This high rate of false 
detection causes IDS to lose credibility in practical 
large scale systems [14]. 
 
The rest of this paper is organized as follows in the 
first section we describe an introduction of about 
the content based image classification 
introduction. In section II we discuss about the 
wavelet transform function. In section III we 
discuss about the texture classification. In section 
IV we present rich literature for content based 
image classification. In section V we discuss about 
the problem formulation and statement as we 
getting from the rich literature survey, finally in 
section VI we conclude the about our paper which 
is based on the literature survey and specify the 
future scope. 
 
II RELATED WORK 
In this section we discuss about the literature 
survey for the host based and network based 
intrusion detection system using various 
classification techniques and other techniques. 
 
In [1] a concise, and easy to use statistical learning 
procedure, abbreviated NASCA, which is a four-
stage intrusion detection method that can 
successfully detect unwanted intrusion to our 
systems. The model is static, but it can be adapted 
to a dynamic set up. The classification agent is 
capable of making decisions in a constantly 
changing environment and therefore testing the 
model, while evaluating the network. 
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Fig. 1: Time in Seconds to Build a Model. 
 
 
In [2] a deep learning binomial classifier for 
Network Intrusion Detection System is proposed 
and experimentally evaluated using the UNSW-
NB15 dataset. Three different experiments were 
executed in order to determine the optimal 
activation function, then to select the most 
important features and finally to test the proposed 
model on unseen data. The evaluation results 
demonstrate that the proposed classifier 
outperforms other models in the literature with 
98.99% accuracy and 0.56% false alarm rate on 
unseen data. 
 

 
 
Fig. 2: Top important features. 
 

In [3] hybrid efficient model used to analyze the 
optimal features in the data, and it improve the 
detection rate and time complexity effective. This 
approach deals with high false and low false 
negative rate issue, first pre-processed data should 
be correlation based particle swarm optimization 
with GR-CR (Gain Ratio & Co-Relation) 
combination of this approach provide learning 
based some important subset of features and shows 
progress in the accuracy and time complexity 
level.  
 

 
Fig 3: Comparison results of classification. 
 
In [4] a system that enables proactive defenses at 
the level of a single browsing session. By 
observing user behavior, it can predict whether 
they will be exposed to malicious content on the 
web seconds before the moment of exposure, thus 
opening a window of opportunity for proactive 
defenses. 

 
Fig 4: Performance of different time using true and 
false positive rate. 
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In [6] they propose an approach to bridge 
measurement data with manual analysis. They 
borrow the idea from threat intelligence: we define 
campaigns using a 4-stage model, and describe 
each stage using IOCs (indicators of compromise), 
e.g. URLs and IP addresses. They train a multi-
class classifier to extract IOCs and further 
categorize them into different stages. 

 
 
Fig 5: Percentage of the IOC occurrence in 
technical blogs for file hash, URL and IP address. 
The distribution of IOC occurrence is highly 
skewed, and therefore we only show the 
percentage of the occurrence less than 3. 
 
In [8] some new features to detect the botnet 
traffic, and we found the best solutions by using 
feature selection algorithm. These two methods are 
particle swarm optimization and genetic 
algorithms, and by using back propagation 
network as the classifier, they evaluate our subset 
feature on botnet detection that shows high 
detection rate, and they validate that own 
manufactured feature packet transmission time of 
regularity can be adopted, and the accuracy will 
change with the t-value. 
 

 
 
Fig 6: Time regularity of accuracy with t value. 
 
II ATTRIBUE SELECTION  
Attribute selection is the method of recognizing 
and eliminating the irrelevant and redundant 
information from an evaluated system. If we are 
able to eliminate some of the unrelated features, 
we can moderate the complexity, by removing 
irrelevant dimensions and to enhance the 
performance of the prospective classification 
procedure. The decision agent is capable of 
operating not only quicker and with less 
information, but also to improve the classification 
accuracy process, [1]. The main idea of the 
attribute selection procedure is to rank the relevant 
variables and henceforth to use only the 
appropriate information in order to perform the 
classification of the network. Attribute reduction is 
the process of mapping the existing high-
dimensional data onto a lower dimensional space. 

 
Fig 7: Network Attribute Selection, Classification 
and Accuracy Procedure. 
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III CLASSIFICATION PROCESS 
The classification method is an essential step of 
the proposed procedure. It is a two-stage process 
with objectives accuracy, precision and faster 
classification. Therefore, in order to accelerate the 
procedure, supplementary analyses will be 
completed, only whenever the network is 
classified as being under attack. The classification 
is accomplished based on the so called majority 
score split [1]. As an addition, it can be executed if 
needed with two major procedures in order to 
perform the classification or prediction analysis, 
namely boosting and bagging. On one hand, in 
boosting, the succeeding trees assign additional 
weight to instances that were incorrectly classified 
by earlier trials and at the end, a weighted score is 
calculated for the classification purposes. On the 
other hand, in bagging, the succeeding trees are 
independent from the previous trees, moreover 
every tree is grown by means of a bootstrap 
sample. Random forest grows multiple trees and 
each of them produces a classification with an 
assigned score for the specific class. As a result, 
the forest indicates the classification with the 
highest score.  
 

 
Fig 8: Classification Process. 

IV CLASSIFICATION OF ATTACK TYPES 
The dataset for the proposed system was selected 
from the University of California, Irvine 
Knowledge Discovery in Databases (KDD) 
Archive. This dataset is a collection of information 
related to the network gathered over some time-
period. This data comprises of various features 
such as protocol type (UDP, TCP, ICMP), 
connection duration, type of service (HTTP, FTP, 
Telnet), total number of bytes transmitted to 
source host, total number of bytes transmitted to 
destination host, quantity of urgent packets, if 
destination and source addresses are same, 
quantity of wrong packets. There are about 41 
attributes and a single target in each record. The 
value of the target depicts the attack name. For 
every connection, there are up to 41 features. 
 
Particularly, a connection can be defined as a 
series of TCP packets that start and end at distinct 
instants of time and the data flow from the source 
to target IP address occurs as per a well-defined 
protocol. The various features are classified into 
four classes [9]: 
 
 Basic Features: These features can be 

obtained from packet headers with no 
inspection of the payload. It comprises of 
features like the flag, duration, type of 
protocol and type of service. 
 

 Content Features: The payload of actual 
TCP packets can be accessed using 
domain knowledge, and it comprises of 
features like the number of login attempts 
failed. 
 
 

 Traffic Features based on time: These are 
designed for capturing properties which 
mature in a temporal window of 2 
seconds. Examples include connections to 
a single host in 2 seconds.
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VI CONCLUSIONS AND FUTURE WORK 
In the ancient times, there were few intruders 
and so the user can manage them easily from 
the known or unknown attacks [3]. In recent 
years the security becomes the most serious 
problem in issues of securing data or 
information year over year. Because the 
intruders introduce a new variety of intrusions 
in the market, so that user can’t manage their 
computer system or network. In this paper we 
discuss about the rich literature survey for the 
intrusion detection system using various 
classification techniques, in the near future we 
improve the detection ratio for the vairous 
intruder. 
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