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ABSTRACT 
Malware is basically malicious software or programs 
which are a major challenge or major threats, for the 
computer and different computer applications in the 
field of IT and cyber security. Traditional anti-viral 
packages and their upgrades are typically released only 
after the malware’s key characteristics have been 
identified through infection. The most common 
detection method is the signature based detection that 
makes the core of every commercial anti-virus program. 
In this paper we improved the rate of malware detection 
using neural network classifier and compare with the 
other technique i.e. support vector machines, and show 
that the support vector machine classifier result better 
than the neural network classifier. 
 
Keywords: Malware detection, Neural network, 
Support vector machine, Classification techniques, 
Supervised learning. 
 
INTRODUCTION 
Malware is defined as computer software that has been 
explicitly designed to harm computers or networks. In 
the past, malware creators were motivated mainly by 
fame or glory. Most current malware, however, is 
economically motivated. Commercial anti-malware 
solutions rely on a signature database for detection. An 
example of a signature is a sequence of bytes that is 
always present within a malicious executable and 
within the files already infected by that malware. In 
order to determine a file signature for a new malicious 
executable and to devise a suitable solution for it, 
specialists must wait until the new malicious executable 
has damaged several computers or networks. 
  
This approach has proved to be effective when the 
threats are known beforehand. Malware writers use 
code obfuscation techniques [5] to hide the actual 
behavior of their malicious creations. Examples of these  

 
obfuscation algorithms include garbage insertion, which 
consists on adding sequences which do not modify the 
behavior of the program, code reordering, which 
changes the order of program instructions and variable 
Renaming, which replaces a variable identifier with 
another one [9].  
 
Data-mining-based approaches rely on datasets that 
include several characteristic features for of both 
malicious samples and benign software to build 
classification tools that detect malware in the wild. The 
first to introduce the idea of applying data-mining 
models to the detection of different malicious programs 
based on their respective binary codes. Malware 
specifications differ from “standard” software 
specifications in crucial aspects. Most importantly, a 
software specification is usually written in the context 
of the program to be analyzed, i.e., the specification is 
created with the assistance of the programmer. 
 
Most malware families have similar behaviour and 
properties, which the majority of scanners use as 
signatures to detect malware variants. For instance, one 
of the properties of a worm is self-replication a worm 
tries to spread by simply copying itself to a host 
machine through the communication channels of other 
infected machines. On the other hand, a virus will 
attempt to spread by a carrier such as an infected file or 
a media drive. In the following we will examine some 
common environments and the behaviour of malware. 
 
In the feature selection method the features are either 
picked manually from the data monitored or by using a 
specific feature selection tool. The most suitable 
features are selected by handpicking from the feature 
spectrum based on the prior knowledge about the 
environment that the malware are monitoring. For 
example features that can distinguish certain type of 
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traffic from the traffic flows are picked for the network 
traffic model training. The idea behind the feature 
selection tools is to reduce the amount of features into a 
feasible subset of features that do not correlate with 
each other. 
 
In order for malware to perform its malicious 
functionality and to infect other victims, some 
components or resources should exist. Malware writers 
usually develop their code for a particular operating 
system. For instance, Win32 viruses are effective 
against Microsoft Windows and may not work on other 
operating systems. Moreover, a malware may require 
that some particular applications are running on the 
victim system in order to be effective.  
 
Malware uses common methods of transmission 
between computer systems. One of the traditional 
methods, and the easiest, of transmit-ting malicious 
programs is via external media such as USB devices 
and memory disks; however, the rate of spreading 
malware using this method is considered low compared 
to other methods such as through networked systems. 
Malware writers find networked computer systems an 
excellent environment to replicate and spread their 
viruses and worms; therefore, inadequate security on a 
network means that a large number of systems are 
vulnerable to malicious attacks. Another means of 
malware infection between computer systems is 
electronic mail (e-mail). Malicious code can spread 
easily as a file attachment sent with an e-mail message 
to as many as possible e-mail users. 
 
The rest of this paper is organized as follows in the first 
section we describe an introduction of about the content 
based image classification introduction. In section II we 
discuss about the Malware detection techniques. In 
section III we discuss about the proposed method and 
architecture model for Malware detection classification. 
In section IV we discuss about the experimental result 
analysis and comparative study for both techniques, 
finally in section V we conclude the about our paper 
which is based on the literature survey and specify the 
future scope. 
 
II MALWARE DETECTION TECHNIQUES 
Techniques used for detecting malware can be 
categorized broadly into two categories: anomaly-based 
detection and signature-based detection. An anomaly-
based detection technique uses its knowledge of what 
constitutes normal behavior to decide the maliciousness 
of a program under inspection. A special type of 
anomaly-based detection is referred to as specification 
based detection. Specification based techniques 
leverage some specification or rule set of what is valid 

behavior in order to decide the maliciousness of a 
program under inspection. Programs violating the 
specification are considered anomalous and usually, 
malicious. Signature-based detection uses its 
characterization of what is known to be malicious to 
decide the maliciousness of a pro-gram under 
inspection. As one may imagine this characterization or 
signature of the malicious behavior is the key to a 
signature-based detection method’s effectiveness. 

 
Figure 1: A classification of malware detection 
techniques. 
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III PROPOSED WORK 
In this paper we proposed a malware detection 
technique based on feature selection in neural network 
classifier and support vector machine. Feature selection 
is important part of malware detection or classification 
technique. The property of malware data is very diverse 
and unformatted. For the formatting of malware data 
used preprocessing technique of data mining. Here we 
used the malware detection with support vector 
machine and found better results than the other neural 
network classification techniques. 

 
Figure 2: Proposed model for Malware detection. 

IV EXPERIMENTAL RESULT ANALYSIS 
To evaluate the performance of proposed method of 
content based image retrieval or classification we have 
use MATLAB software with a variety of image dataset 
used for experimental task. Here we compare that our 
empirical result evaluation using the both techniques on 
which one is based on unsupervised learning and 
another one is based on supervised learning. 
 

 
 
Figure 3: Shows that the intrusion data classification, 
when the number of generating value is 0.1 and the 
method is Radial basis Function Neural network. 
 

 
 
Figure 4: Shows that the intrusion data classification, 
when the number of generating value is 0.1 and the 
method is Support vector machine classifier. 
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Figure 5: Shows that the comparative result graph 
for the Radial basis function neural network and 
Support vector machine classifier gives the 
Classification Accuracy, Precision, Recall and F-
Measure performance parameters for the given 
number of input value i.e. 0.1. 
 
V CONCLUSIONS AND FUTURE WORK 
Malware categorization is major challenge in the field 
of malware detection and writing a program of 
antivirus. The malware software are self-propagated 
program infect the system and application software. 
Now a days for the detection of malware various 
technique are used such as data mining, neural network 
and some statically tool. Effectiveness of the malware 
detection system depends on the ability to early 
detection of the presence of a malware.  In this paper 
we present the comparative performance evaluation for 
the Malware detection using neural network and 
support vector machine, in future we focus increase the 
detection ratio using some optimization method and 
also resuce the computation time. 
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